ANN-based model for predicting the bearing capacity of strip footing on multi-layered cohesive soil
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ABSTRACT

In reality, footings are most likely to be founded on multi-layered soils. The existing methods for predicting the bearing capacity of 4-layer up to 10-layer cohesive soil are inaccurate. This paper aims to develop a more accurate bearing capacity prediction method based on multiple regression methods and multi-layer perceptrons (MLPs), one type of artificial neural networks (ANNs). Predictions of bearing capacity from the developed multiple regression models and MLP in tractable equations form are obtained and compared with the value predicted using traditional methods. The results indicate ANNs are able to predict accurately the bearing capacity of strip footing and outperform the existing methods.

1. Introduction

The ultimate bearing capacity of a shallow strip footing founded on a single homogenous soil layer is usually calculated using Terzaghi’s equation [1]:

\[ q_u = cN_c + qN_q + \frac{1}{2} \gamma N_N B \]  

(1)

where \( N_c, N_q \) and \( N_N \) are the dimensionless bearing capacity factors. \( c \) is undrained shear strength of the soil (kPa), \( q \) is the surcharge (kN/m\(^2\)), \( \gamma \) is the unit weight of soil (kN/m\(^3\)) and \( B \) is the footing width (m).

For a strip footing founded on a single homogenous layer of cohesive soil, assuming the soil is weightless and without surcharge, the ultimate bearing capacity becomes:

\[ q_u = N_c c \]  

(2)

\( N_c \) is given by Prandtl solution, which is equal to \( 2 + \pi \) or 5.14 [2].

In reality, most naturally occurring soils are formed in discrete layers and are often heterogenous. Therefore, footings are most likely to be founded on heterogenous and multi-layered soils, in which the soils’ strength may increase or decrease with depth, or the soil profile may consist of distinct layers having significantly different properties. The effect of increasing strength on bearing capacity has been addressed by Davis and Booker [3], while rigorous solutions to the problem of strip footings founded on two-layered cohesive soils were obtained by several researchers, notably Button [4]; Chen [5]; Reddy and Srinivasan [6]; Brown and Meyerhof [7]; Meyerhof and Hanna [8]; Burd and Frydman [9]; Florkiewicz [10] and more recently, Merifield et al. [11]. However, determination of the bearing capacity of footing on multi-layered, cohesive soils remains empirical. For example, Bowles [12] suggested using the weighted average soil strength, \( c_{av} \), of a number of cohesive layers as follows:

\[ c_{av} = \frac{\sum_{i=1}^{n} c_i h_i}{\sum_{i=1}^{n} h_i} \]  

(3)

where \( n \) is the total number of layers; \( c_i \) and \( h_i \), respectively, represent the soil cohesion and the thickness of the \( i \)-th stratum. The \( \sum_{i=1}^{n} h_i \) is calculated as follow:

\[ \sum_{i=1}^{n} h_i = 0.5 \times B \times \tan(45^\circ + \phi) \]  

(4)

where \( \phi \) is the internal frictional angle of soil, which, in this case, is equal 0°.

The bearing capacity problem, which is considered in this paper, is illustrated in Fig. 1. A strip footing, of width \( B \), is founded on a number of thin, horizontal layers having thickness, \( h_i \), and soil cohesion, \( c_i \). The ultimate bearing capacity, \( q_{ui} \), can then be expressed as...
with three unknown stresses, and these are assumed to vary linearly. A stress discontinuity can occur along the shared edge between elements, and at all points along the discontinuity, the shear and normal tractions must be in equilibrium.

After assembling the various objective function coefficients and equality constraints for the mesh and imposing the non-linear yield inequalities on each of the nodes, the lower bound formulation of Lyamin and Sloan [16] leads to a non-linear programming problem of the form:

\[
\begin{align*}
& \text{maximise} \quad c^T \sigma \\
& \text{subject to} \quad A_\sigma = b \\
& \quad f_i(\sigma) \leq 0, \quad i = \{1, \ldots, N\}
\end{align*}
\]

where \( c \) is a vector of the objective function coefficients, \( \sigma \) is a vector of the unknowns (nodal stresses and unit weights), \( c^T \sigma \) is the collapse load, \( A \) is a matrix of the equality constraint coefficients, \( b \) is a vector of coefficients, \( f_i \) is the yield function for node \( i \) and \( N \) is the number of nodes [16].

For the upper bound formulation, however, each node is associated with two unknown velocities and each element has \( p \) non-negative multiplier rates, where \( p \) is the number of sides in the linearized yield criterion. A linear variation of velocities is assumed within each triangular element. For each velocity discontinuity, there are also four non-negative discontinuity parameters that describe the velocity jumps along each edge of the triangle.

Once the constraints and the objective function coefficients are assembled, the task of finding a kinematically admissible velocity field, which minimises the internal power dissipation for a specified set of boundary conditions, may be written as

\[
\begin{align*}
& \text{maximise} \quad \sigma^T B u + c_u^T u + c_d^T d \quad \text{on} \ (\sigma) \\
& \text{minimise} \quad \sigma^T B u + c_u^T u + c_d^T d \quad \text{on} \ (u, d) \\
& \text{subject to} \quad A_u u + A_d d = b \\
& \quad f_i(\sigma) \leq 0, \quad i = \{1, \ldots, E\} \\
& \quad d \geq 0
\end{align*}
\]

where \( u \) is a global vector of unknown velocities; \( d \) is a global vector of unknown discontinuity variables; \( \sigma \) is a global vector of unknown element stresses; \( c_u \) and \( c_d \) are vectors of objective function coefficients for the nodal velocity and discontinuity variables, respectively; \( A_u \) and \( A_d \) are matrices of equality constraints coefficients for the nodal velocities and discontinuity variables, respectively; \( B \) is a global matrix of compatibility coefficients that operate on the nodal velocities; and \( b \) is a vector of coefficients. In this equation, the objective function, \( \sigma^T B u + c_u^T u + c_d^T d \), denotes the total dissipated power, with the first term giving the dissipation in the continuum, the second term giving the dissipation due to fixed boundary tractions or body forces, and the third term giving the dissipation along the discontinuities [15].

The solutions to Eqs. (6) and (7) can be found efficiently by solving the system of non-linear equations that define its Kuhn–Tucker optimality. It is reported that the proposed two-stage quasi-Newton solver [17] requires less than approximately 50 iterations, regardless of the problem size, and the resulting algorithm is many times faster than an equivalent one based on linear programming [15,16]. The solutions of the lower and upper bound computations bracket the actual collapse load from below and above, and thus give a clear indication of the accuracy of the results.

### 3. Overview of back-propagation multi-layer perceptrons

A comprehensive description of back-propagation multi-layer perceptrons (MLPs) is beyond the scope of this paper and can be found in many publications (e.g. [18,19]). In addition, the application of ANNs in the field of geotechnical engineering is discussed in
some detail by Shahin et al. [20]. The typical structure of a MLP model consists of a number of processing elements (PE) or nodes, that are usually arranged in layers: an input layer, an output layer and one or more hidden layers. Each PE in a specific layer is fully or partially joined to many other PEs via weighted connections. The input from each PE in the previous layer \((x_i)\) is multiplied by an adjustable connection weight \((w_{ji})\). At each PE, the weighted input signal is summed and a threshold value or bias \((\theta_j)\) is added or subtracted. This combined input \((I_j)\) is then passed through a non-linear transfer functions \((f(\cdot))\) (e.g. a sigmoidal or tanh functions) to produce the output of the PE \((y_j)\). The output of one PE provides the input to the PEs in the next layer. This process is summarised in Eqs. (8) and (9) and illustrated in Fig. 2:

Summation \[ I_j = \sum (w_{ji}x_i) + \theta_j \] (8)

Transfer \[ y_j = f(I_j) \] (9)

The propagation of information in the MLP starts at the input layer, where the network is presented with an actual measured set of input data. The actual output of the network is compared with the desired output and an error is calculated. Using this error and utilising a learning rule, the network adjusts its weights until some stopping criterion is met, so that the network can obtain a set of weights that will produce the input/output mapping that provides the smallest possible error. This process is known as “learning” and “training”. One common stopping criterion, that will be used for development of MLP model in this paper, is the cross-validation technique proposed by Stone [22], which is considered to be most valuable tool to ensure that overfitting does not occur [23]. Cross-validation requires the data be divided into three sets: training, testing and validation. The training set is used to adjust the connection weights, and the testing set is used to determine when to stop training to avoid overfitting. The validation is set is used to test the predictive ability of the model in the deployed environment.

4. Data generation using numerical formulation of upper and lower bound theorem

To generate data for developing bearing capacity equations for multi-layered soil, a parametric study is required to carried out that examines each of the factors influencing the bearing capacity. This is needed for both multi-regression analysis, and also to train and test the MLP models. The bearing capacity problems considered in this study were illustrated previously in Fig. 1. A rough shallow strip footing founded on multi-layered cohesive, soils with cohesion, \(c_i\), ranging from 1.0 to 10.0 kPa. The width of the footing, \(B\), is assumed to vary between 1.0 and 4.0 m, and the thickness of each of the layers, \(h_i\), varies in between 0.1 and 2.0 m, except for the last layer in each case, i.e. \(h_4\) in 4-layer case and \(h_{10}\) in 10-layer case, which is assumed to have infinite depth.

To achieve a tight bracket between the lower and upper bounds, very fine meshes have been used, and typical upper and lower bound meshes for a strip footing resting on a multi-layered soil are shown in Figs. 3 and 4, respectively. Both the upper and lower bound computations are carried out on half of the domain due to the symmetric nature of the problem. The size of the meshes used in the upper and lower bound computations are set to \(5 \times B_{\text{max}}/2\) (i.e. 10.0) m in depth and \(5 \times B_{\text{max}}/2\) (i.e. 10.0) m in width, to ensure that the meshed domain contains the plastic zone. In lower bound computation, special “extension” elements are also placed on part of the boundary of the stress field (Fig. 3) to model the unbounded domain, thus providing a complete statically-admissible stress field and a rigorous lower bound.

The footing is modelled as a rough footing and, as a result, a special line element is included in the upper bound computations to create a series of velocity discontinuities between the footing base and soil, which can be assigned a suitable strength value, enabling various type of footing problem to be analyzed. For example, for a perfectly rough footing case, the velocity discontinuities are assigned a strength equal to the undrained shear strength of the soil. To model a perfectly rough footing in the lower bound computation, no additional constraints are placed on the allowable shear stress at element nodes located directly beneath the footing. The shear stress is, therefore, unrestricted and may vary up to the undrained shear strength of the soil (according to the yield constraint) [16].

A series of 2000 realizations of Monte Carlo simulation are carried out on each of the factors that affect bearing capacity. For each realization, values of \(c_i\), \(B\), \(h_i\) are randomly selected from a uniform distribution within pre-defined ranges, and presented as inputs for the numerical limit simulations. The upper and lower bound solutions, denoted by \(q_{UB}^i\) and \(q_{LB}^i\), respectively, are obtained and shown in Figs. 5 and 6. The error, which measures the accuracy of the solutions, is defined as

\[
\text{Error} = \frac{q_{UB}^i - q_{LB}^i}{q_{UB}^i + q_{LB}^i} \times 100
\] (10)

The error ranged between ±0.5% and ±24.6% with an average of ±2.6%, indicating that the bounds were very tight. However, large errors arise when a very thin (e.g. 0.1 m) and soft (e.g. 1.0 kPa) uppermost clay layer is underlain by a very stiff (e.g. 10 kPa) layer. Such errors, however, do not affect the overall accuracy of the proposed model, as only 0.06% of the population (i.e. 12 out of 2000) had an error, which exceed ±10.0%, and 99.5% of the population
had an error below ±5.0%. Hence, it is reasonable to adopt the average values of the upper and lower bound solutions as the exact collapse loads, as the range is small in most cases.

5. Multiple-regression analysis

Multiple-regression is used to develop a relationship between the single dependent variable, \( q_u \), and one or more independent variables \( c_i, h_i \) and \( B \). For 4-layered soils, the prediction of \( q_u \) is accomplished by the following equation:

\[
q_u = w_1c_1 + w_2c_2 + w_3c_3 + w_4c_4 + w_5h_1 + w_6h_2 + w_7h_3 + w_8B + b
\]  

(11)

where \( w_i \) are the regression weights and are computed in a manner that minimises the sum of the squared deviations; and \( b \) is the y-axis intercept. The thickness of the fourth layer, \( h_4 \), is omitted due to its infinite depth. Associated with multiple-regression is the multiple correlation coefficient, which is the variance of the dependent variable explained collectively by all of the independent variables. A multiple-regression model, for the 4-layered soil case, is obtained using an Excel spreadsheet and is found to be best described by

\[
q_u = 2.871c_1 + 1.393c_2 + 0.620c_3 + 0.426c_4 + 1.137h_1 \\
+ 0.631h_2 - 0.319h_3 - 1.061B - 4.422
\]  

(12)

Power or exponential terms can be added as independent variables to explore curvilinear effects, and, thus two additional multiple-regression models are obtained as follows:

\[
\ln q_u = 0.139c_1 + 0.058c_2 + 0.026c_3 + 0.016c_4 + 0.030h_1 \\
+ 0.020h_2 - 0.014h_3 - 0.032B + 1.790
\]  

(13)

and

\[
\ln q_u = 0.663\ln c_1 + 0.282\ln c_2 + 0.122\ln c_3 + 0.089\ln c_4 \\
+ 0.030h_1 + 0.015h_2 - 0.014h_3 - 0.029B + 1.297
\]  

(14)

An alternative model is examined, again facilitated by the use of Excel, which involves including cross-product terms that are added as independent variables to explore interaction effects, and yield:

\[
\ln q_u = 0.570\ln c_1 \cdot h_1 + 0.245\ln c_2 \cdot h_2 + 0.095\ln c_3 \cdot h_3 \\
+ 0.083\ln c_4 - 0.859h_1 - 0.366h_2 - 0.151h_3 \\
- 0.079\ln B + 2.952
\]  

(15)

The scatterplots of predicted versus actual values using Eqs. (12)–(15) are presented in Fig. 7. The performance of these models is assessed by using three standard performance measures, namely the correlation coefficient, \( r \), the root mean square error, RMSE, and mean absolute error, MAE. A summary of the performance results is presented in Table 1. It is shown that, whilst all models perform well, Eq. (15) performs the best with the highest correlation coeffi-

Fig. 3. Typical mesh for analysis of strip footing and directions of extensions for lower bound implementation.
cient (i.e. 0.889) and the lowest RMSE and MAE, which of 4.62 and 3.42 kN/m², respectively.

As will be demonstrated later, the multiple regression models perform poorly when compared to the ANN models developed below. In the case of the 10-layered soil profile, a multiple regression model is not represented here, as its predictive performance is particularly poor.

6. Development of neural network models

In order to develop a more accurate model, artificial neural networks (ANNs) are adopted. In this study, ANN models are developed using the NEUFRAME computer software [24]. For the 4-layered soil profile, eight variables are presented to the MLP models as model inputs. These include the cohesion of the four soil layers, $c_1$, $c_2$, $c_3$ and $c_4$, the stratum thickness of the three uppermost layers, $h_1$, $h_2$, and $h_3$, and the footing width, $B$ (as shown in Fig. 1). For the 10-layered soil profile case, there are 20 model inputs, which include the 10 soil cohesions, $c_{1,2,10}$, 9 stratum thicknesses $h_{1,2,9}$, and the footing width, $B$ (as shown in Fig. 1). For the 4- and 10-layered soil profile, the sole model output is the ultimate bearing capacity, $q_u$. The parameters $h_4$ for the 4-layer case and $h_{10}$ for the 10-layer case are omitted from the MLP models because of their infinite depth.
As cross-validation [22] is used as the stopping criterion for MLP models, the data are divided into three sets, namely: training, testing and validation. When dividing the data into their subsets, it is essential to check that the data used for training, testing and validation represent the same population, as recommended by Masters [25]. The statistics of the data used for training, testing and validation sets are presented in Table 2. In total, 80% (or 1,600 cases) of the data are used for training and 20% or (400 cases) are used for validation. The training data are further divided into

![Fig. 6. Bearing capacity for the first 200 realizations (10-layer case).](image)
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**Fig. 7.** Scatterplots of predicted versus actual values for 4-layered clay case using multiple-regression, Eqs. (12)-(15).

<table>
<thead>
<tr>
<th>Eqs.</th>
<th>r</th>
<th>RMSE (kN/m²)</th>
<th>MAE (kN/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12)</td>
<td>0.843</td>
<td>5.37</td>
<td>4.23</td>
</tr>
<tr>
<td>(13)</td>
<td>0.837</td>
<td>5.56</td>
<td>4.38</td>
</tr>
<tr>
<td>(14)</td>
<td>0.883</td>
<td>4.72</td>
<td>3.54</td>
</tr>
<tr>
<td>(15)</td>
<td>0.889</td>
<td>4.62</td>
<td>3.42</td>
</tr>
</tbody>
</table>

**Table 1**
Performance results of multiple regression models for 4-layered cohesive soils
70% (i.e. 1120 cases) for the training set and 30% (480 cases) for the testing set.

Once the available data have been divided into their subsets, the input and output variables are pre-processed by scaling them between 0.0 and 1.0 to eliminate their dimension and to ensure that all variables receive equal attention during training [25]. A simple linear mapping of the variables’ practical extreme to the neural networks’ practical extreme is adopted for scaling, as it is the most common method for this purpose [25]. As part of this method, for each variable, $x$, with minimum and maximum values of $x_{\text{min}}$ and $x_{\text{max}}$, respectively, the scaled value, $x_s$, is calculated as follows:

$$x_s = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$  \hspace{1cm} (16)

A network with one hidden layer can approximate any continuous function, provided that sufficient connection weights are used [26,27]. Consequently, one hidden layer is used in this paper.

A number of trials are carried out using NEUFRAME’s default parameters, with one hidden layer and between 1 and 17 hidden layer nodes for the 4-layered case. Note that, as suggested by Caudill [28], $(2I + 1)$ is the upper limit for a network with $I$ inputs to map any continuous function. Consequently, for the 10-layered case, which has 20 input variables, a maximum number of 41 is used as the upper limit of the number of hidden layer nodes. For each MLP model with a different number of hidden nodes, the strategy used for assessing the optimum MLP model is that a model is deemed to be optimal if it performs well with respect to the testing set, the model has a minimal number of hidden layer nodes, and the model has consistent performance with the validation set as with that obtained on the training and testing sets.

The results of the networks’ performance, in relation to the number of hidden layer nodes, are shown in Figs. 8 and 9, and also summarised in Tables 3 and 4, using the same performance measures as used in the previous section.

It can be seen from Fig. 8, for the 4-layer case, that the number of hidden layer nodes has a significant impact on the predictive ability of the ANN model. For networks with three or less hidden layer nodes, the ability of the model to adequately map the underlying relationship is less than satisfactory. For networks with a larger number of hidden layer nodes, the predictive error is reduced as the number of nodes increases. Fig. 8 also shows that the network with 16 hidden layer nodes has the lowest prediction error, for the 4-layer case. However, in the interest of developing a parsimonious model, a network with five hidden layer nodes is considered optimal for a 4-layered soil profile, and consequently, a network with seven hidden layers nodes is selected for a 10-layered soil profile. The structures of the MLP models are shown in Figs. 10 and 11.

### Table 2

**ANN input and output statistics for 4-layered case**

<table>
<thead>
<tr>
<th>Model variable and data sets</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil cohesion at layer 1 ($c_1$) (kPa)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 5.53 2.55 1.01 10.00 8.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 5.44 2.48 1.02 9.99 8.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 5.49 2.61 1.03 9.98 8.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil cohesion at layer 2 ($c_2$) (kPa)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 5.53 2.55 1.03 9.96 8.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 5.66 2.55 1.00 9.98 8.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 5.54 2.53 1.00 9.98 8.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil cohesion at layer 3 ($c_3$) (kPa)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 5.52 2.64 1.00 10.00 9.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 5.55 2.58 1.00 9.97 8.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 5.71 2.62 1.00 9.99 8.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil cohesion at layer 4 ($c_4$) (kPa)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 5.54 2.64 1.01 9.99 8.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 5.49 2.74 1.01 9.99 8.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 5.62 2.61 1.01 9.99 8.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil thickness of layer 1 ($h_1$) (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 1.04 0.58 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 1.03 0.58 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 1.03 0.60 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil thickness of layer 2 ($h_2$) (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 1.05 0.59 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 1.04 0.58 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 1.03 0.57 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil thickness of layer 3 ($h_3$) (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 1.03 0.58 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 1.02 0.57 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 1.02 0.56 0.10 2.00 1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Footing width ($B$) (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 2.50 0.93 1.00 4.00 3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 2.53 0.94 1.00 4.00 3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 2.60 0.91 1.00 4.00 3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average bearing capacity of strip footing ($q_u$) (kN/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 23.75 9.83 5.27 50.35 45.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing set 23.85 10.55 5.52 50.08 44.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation set 23.71 9.82 5.57 50.07 44.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 8.** Root mean square error versus number of hidden layer nodes for the 4-layer-case.
hand calculation. The form of the equations, and relative weights, are provided as output by the NEUFRAME software. Note that both the inputs and output need to be rescaled, in order to use the actual values for input and to obtain the bearing capacity.

![Graph](image)

**Fig. 9.** Root mean square error versus number of hidden layer nodes for the 10-layer-case.

### Table 3
Performance results of ANN models for 4-layered soils

<table>
<thead>
<tr>
<th>Model number</th>
<th>Number hidden layer nodes</th>
<th>Data sets</th>
<th>Performance measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training set</td>
<td>Testing set</td>
</tr>
<tr>
<td></td>
<td></td>
<td>r</td>
<td>RMSE (kN/m²)</td>
</tr>
<tr>
<td>NF_4_1</td>
<td>1</td>
<td></td>
<td>0.846</td>
</tr>
<tr>
<td>NF_4_3</td>
<td>3</td>
<td></td>
<td>0.937</td>
</tr>
<tr>
<td>NF_4_5</td>
<td>5</td>
<td></td>
<td>0.955</td>
</tr>
<tr>
<td>NF_4_7</td>
<td>7</td>
<td></td>
<td>0.965</td>
</tr>
<tr>
<td>NF_4_9</td>
<td>9</td>
<td></td>
<td>0.971</td>
</tr>
<tr>
<td>NF_4_11</td>
<td>11</td>
<td></td>
<td>0.969</td>
</tr>
<tr>
<td>NF_4_13</td>
<td>13</td>
<td></td>
<td>0.969</td>
</tr>
<tr>
<td>NF_4_15</td>
<td>15</td>
<td></td>
<td>0.969</td>
</tr>
<tr>
<td>NF_4_17</td>
<td>17</td>
<td></td>
<td>0.970</td>
</tr>
</tbody>
</table>

### Table 4
Performance results of ANN models for 10-layered soils

<table>
<thead>
<tr>
<th>Model number</th>
<th>Number hidden layer nodes</th>
<th>Data sets</th>
<th>Performance measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training set</td>
<td>Testing set</td>
</tr>
<tr>
<td></td>
<td></td>
<td>r</td>
<td>RMSE (kN/m²)</td>
</tr>
<tr>
<td>NF_10_1</td>
<td>1</td>
<td></td>
<td>0.860</td>
</tr>
<tr>
<td>NF_10_3</td>
<td>3</td>
<td></td>
<td>0.945</td>
</tr>
<tr>
<td>NF_10_5</td>
<td>5</td>
<td></td>
<td>0.963</td>
</tr>
<tr>
<td>NF_10_7</td>
<td>7</td>
<td></td>
<td>0.964</td>
</tr>
<tr>
<td>NF_10_9</td>
<td>9</td>
<td></td>
<td>0.965</td>
</tr>
<tr>
<td>NF_10_11</td>
<td>11</td>
<td></td>
<td>0.968</td>
</tr>
<tr>
<td>NF_10_13</td>
<td>13</td>
<td></td>
<td>0.968</td>
</tr>
<tr>
<td>NF_10_15</td>
<td>15</td>
<td></td>
<td>0.969</td>
</tr>
<tr>
<td>NF_10_17</td>
<td>17</td>
<td></td>
<td>0.968</td>
</tr>
<tr>
<td>NF_10_19</td>
<td>19</td>
<td></td>
<td>0.968</td>
</tr>
<tr>
<td>NF_10_21</td>
<td>21</td>
<td></td>
<td>0.975</td>
</tr>
<tr>
<td>NF_10_23</td>
<td>23</td>
<td></td>
<td>0.970</td>
</tr>
<tr>
<td>NF_10_25</td>
<td>25</td>
<td></td>
<td>0.970</td>
</tr>
<tr>
<td>NF_10_27</td>
<td>27</td>
<td></td>
<td>0.974</td>
</tr>
<tr>
<td>NF_10_29</td>
<td>29</td>
<td></td>
<td>0.975</td>
</tr>
<tr>
<td>NF_10_31</td>
<td>31</td>
<td></td>
<td>0.971</td>
</tr>
<tr>
<td>NF_10_33</td>
<td>33</td>
<td></td>
<td>0.968</td>
</tr>
<tr>
<td>NF_10_35</td>
<td>35</td>
<td></td>
<td>0.971</td>
</tr>
<tr>
<td>NF_10_37</td>
<td>37</td>
<td></td>
<td>0.970</td>
</tr>
<tr>
<td>NF_10_39</td>
<td>39</td>
<td></td>
<td>0.975</td>
</tr>
<tr>
<td>NF_10_41</td>
<td>41</td>
<td></td>
<td>0.980</td>
</tr>
</tbody>
</table>
together with the parameter where parameter introduced. This is illustrated later by means of a numerical exam-

Fig. 10. Structure of the optimum MLP model for 4-layered cohesive soil.

For the 4-layered cohesive soil, with reference to Fig. 10, the optimal MLP model can be expressed as

\[
q_u = \left[ \frac{45.53}{1 + \exp(-1.994T_1 - 4.232T_2 + 3.295T_3 + 3.992T_4 + 4.758T_5 - 1.396)} \right] + 5.27 \times a
\]

where parameter \( a \) is an introduced scalar quantity defined by \( c_{\text{min}} \leq c_i < c_{\text{max}} \), such that \( 1.0 < c_i < 10.0 \) kPa. In reality, the soil cohesion has a wide range and therefore, in order to improve the applicability of the resulting MLP models, the parameter \( a \) has been introduced. This is illustrated later by means of a numerical example. The parameter \( T_{1-5} \) represents the hidden layer nodes, as shown in Fig. 10 and is defined as

\[
T_{1-5} = \left\{ 1 + \exp(a^{-1}(w_1c_1 + w_2c_2 + w_3c_3 + w_4c_4 + w_5h_1 + w_6h_2 + w_7h_3 + w_8B + C)) \right\}^{-1}
\]

and the coefficients \( w_{1-8} \) and \( C \), for \( T_{1-5} \), are given in Table 4 and, together with the parameter \( a \), they are all dimensionless.

For the 10-layered cohesive soil, with reference to Fig. 11, the optimal MLP model is expressed as follows:

\[
q_u = \left\{ \frac{46.11}{1 + \exp(-5.183T_1 + 3.834T_2 - 1.845T_3 + 4.158T_4 - 0.311T_5 - 1.704T_6 + 3.787T_7 + 1.402)} \right\} + 5.15 \times a
\]

where \( T_{1-7} \) again represents the hidden layer nodes, as shown in Fig. 11 and is expressed as

The coefficients \( w_{1-20} \) and \( C \) for \( T_{1-7} \) are given in Table 4. The parameter \( q_u \) is the predicted bearing capacity (kN/m²); \( B \) is the width of shallow strip footing (m); \( c_i \) is the soil cohesion in each layer (kPa); and \( h_i \) is the thickness of the stratum (m). As in the previous model, each of the parameters \( T_{1-7} \), \( a \), \( w_i \) and \( C \) are dimensionless.

It is worthwhile to note that the prediction ability of MLP models is better when used for ranges of values of \( B \) and \( h_i \) given in Table 6. This is because ANNs work best when used in interpolation rather than extrapolation, as mentioned earlier.
8. Sensitivity and robustness of the MLP-based bearing capacity equations

As proposed by Shahin et al. [29], in order to test the robustness of the predictive ability of the MLP model and, consequently, the MLP-based bearing capacity design formula, a sensitivity analysis is carried out over a range of data valid for the model (i.e. within the minimum and maximum ranges given in Table 2). The sensitivity analysis investigates the response of the predicted bearing capacity from the ANN model to a set of hypothetical input data that are generated over the ranges of the minimum and maximum data used for the MLP model training. All input variables, except one, are fixed to a certain chosen value, and a set of synthetic data for the single varied input is generated by increasing the value of this in increments. These inputs are presented to Eqs. (17)–(20) and the bearing capacity is calculated. This process is repeated using another input variable until the model response is tested for all input variables. The robustness of the design equation is
determined by examining how well the predicted bearing capacities agree with the underlying physical behaviour of the bearing capacity of a shallow strip footing.

The results of the sensitivity analysis are shown in Figs. 12–14 for the 4-layer case, and Figs. 15–17 for the 10-layer case. The results indicate that the behaviour of the MLP model is in good agreement with what one would expect based on the physical behaviour of the bearing capacity problem. For example, in Figs. 12 and 15, where the cohesion in 3 of the layers remains constant at 10 kPa and the cohesion in the remaining layer is varied from 1 to 10 kPa, it can be seen that there is an increase in the bearing capacity as the soil cohesion increases in one layer while the soil strength remains constant in the other layers. This is expected, by theory, as an increase in soil shear strength provides greater bearing capacity of the footing. Figs. 12 and 15 also indicated that a change of soil strength and stratum thickness in the uppermost layer has the most significant impact on bearing capacity, compared to the variation in the other layers, as one would expect. In Figs. 14 and 17, it can be seen that the bearing capacity is higher for larger widths of footing. This is because, as the surface area of the footing increases, the magnitude of the load that can be applied to the footing also increases. In addition, in Figs. 12 and 15, it can be observed that the estimate of \( q_u \) plateaus at \( \approx 45 \text{ kN/m}^2 \), when all soil layers have the same \( c_i = 10 \text{ kPa} \). Theoretically, however, \( q_u \) should reach approximately 51.4 kN/m\(^2\) (\( q_u = 5.14 c_i \)). These results demonstrate the numerical inaccuracy associated with the model when all soil layers have the same value of \( c_i \). Whilst this error is undesirable, the ANN model is developed primarily to predict the bearing capacity of soil layers having different values of \( c_i \).

In summary, the results indicate that the bearing capacity of a footing on multi-layered soils increases as the soil cohesion increases; and as the width of the footing increases; and are strongly influenced by the soil layers located immediately beneath the foot-
The line of equality between the actual and predicted bearing capacities, denoted as $q_{\text{actual}}$ and $q_{\text{predicted}}$, respectively, is robust and can be used confidently for predictive purposes within the range of the input variables given in Table 2. It should be noted however that, while the models were developed within the ranges given in Table 2, it is possible to extend the models to situations beyond these ranges by the use of the scalar, $a$, introduced in Eqs. (18) and (20).

### 9. Comparison of MLP models with current methods

In order to examine the accuracy of the MLP model, it is compared with the other methods, namely the multiple-regression and Bowles [12] methods. The performances of the MLP models and the other methods, in relation to the data set of 2000 multi-layered bearing capacity cases, obtained from the upper and lower bound implementations, are summarised in Table 7 and Figs. 18–21. It can be seen, from Figs. 20 and 21, that the MLP models out-perform the other methods, as they exhibit less scatter about the line of equality between the actual and predicted bearing capacities. The actual bearing capacities, denoted as $q_{\text{actual}}$, are the results obtained from finite element limit analysis, whereas the predicted bearing capacities, denoted as $q_{\text{predicted}}$, are the results obtained from employing either the MLP model, multiple-regression or Bowles [12] methods. The weighted average, or Bowles [12] method, appears to over-estimate the bearing capacity of a footing resting on both 4-layered and 10-layered soil profiles, as shown in Figs. 18 and 19, when compared to the results obtained from finite element limit analysis. This is also shown by the results in Table 7, which indicate that the MLP models have relatively higher coefficients of correlation between the actual and predicted bearing capacities of 0.967 and 0.974 for the 4- and 10-layered soil, respectively. In contrast, when other methods are used, the correlation coefficients ranged from 0.869 to 0.889. When the MLP model is used in a 4-layered soil, the RMSE and MAE are determined to be equal 2.43 and 1.86 kN/m², respectively, and, for 10-layered soil case, the RMSE and MAE are found to be equal to 2.30 and 1.73 kN/m², respectively. In contrast, when the other methods are used, the RMSE and MAE ranged from 4.62 to 7.28 kN/m² and from 3.42 to 4.84 kN/m², respectively.

### 10. Illustrative numerical example

An illustrative numerical example is provided to explain better the implementation of the bearing capacity formula. A strip footing of width 1.8 m rests on a 10-layered soil with $c_{1,10}$ of 83.96, 81.68, 82.86, 18.49, 52.41, 98.86, 25.70, 28.02, 41.17, 83.65 kPa, respectively; and $h_{1,10}$ are 0.7, 0.3, 0.5, 0.4, 1.0, 0.1, 0.2, 0.5, 0.9 m, respectively. The ultimate bearing capacity of strip footing is required.
Given the information provided, \( \alpha = 10 \) is suggested such that \( c_{\min} = 10 \text{kN/m}^2 \) and \( c_{\max} = 100 \text{kN/m}^2 \) and the ratio \( c_{\min}/c_{\max} \) is equal to 0.1. Eqs. (19) and (20) are applied as follows:

\[
T_1 = \left[ 1 + \exp\left( -0.424 \times 83.96 + 0.151 \times 81.68 + 0.044 \ight) \right]^{-1}
\]

\[
\times \left[ 82.62 \times 0.021 \times 18.49 - 0.019 \times 52.41 - 0.001 \times 98.86 \
- 0.013 \times 25.70 - 0.005 \times 28.02 - 0.007 \times 41.17 - 0.008 \
\times 83.65 \right] + 1.022 \times 0.7 + 0.036 \times 0.3 + 0.022 \times 0.5 - 0.044 \
\times 0.4 + 0.081 \times 1.0 - 0.082 \times 0.1 + 0.076 \times 0.2 + 0.082 \
\times 0.5 + 0.016 \times 0.9 - 0.418 \times 1.80 + 0.71 \right]^{-1}
\]

\[= 0.930\]

Similarly, \( T_2 = 0.229, T_3 = 0.616, T_4 = 0.883, T_5 = 0.421, T_6 = 0.662 \) and \( T_7 = 0.079 \). Substituting \( T_1, \ldots, T_7 \) into equation, the bearing capacity can be obtained as follows:

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Method</th>
<th>4-Layer case</th>
<th>10-Layer case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control coefficient, ( r )</td>
<td>MLP</td>
<td>0.959</td>
<td>0.889</td>
</tr>
<tr>
<td>RMSE (kN/m²)</td>
<td>MLP</td>
<td>3.10</td>
<td>7.25</td>
</tr>
<tr>
<td>MAE (kN/m²)</td>
<td>Bowles [12]</td>
<td>2.83</td>
<td>7.28</td>
</tr>
</tbody>
</table>
\[ q_a = \left( 46.11 \times [1 + \exp(-5.183 \times 0.930 - 3.834 \times 0.229 - 1.845 \\
\times 0.616 + 4.158 \times 0.883 - 0.311 \times 0.421 - 1.704 \times 0.662 \\
\times 3.787 \times 0.079 + 1.402)]^{-1} + 5.15 \right) \times 10 \]
\[ = 385.7 \text{ kN/m}^2 \]

Hence, in this example, the result is in reasonable good agreement with the numerical finite limit analysis, yields a value 18% lower (326.1 kN/m²).

### 11. Compatibility of Eqs. (18) and (19)

In reality, the soil profiles may consist of 4 to 10 layers. When developing ANN models, ideally, only one general model is required for all cases. Consequently, this section examines the compatibility of ANN models for 10-layer-case (Eqs. (19) and (20)) to predict the bearing capacity for all cases. By using this model, predictions on bearing capacity of 4-layer-case are made and then compared to the actual values. The values of \( c_{v1...4} \) and \( h_{v1...3} \) in (Eqs. (19) and (20)) are assigned corresponding to the actual values of 4-layer soil profiles, while the values of \( c_{v5...10} \) are set to be the same as \( c_v \) and \( h_{v4...9} \) is 0.10 m, which is the minimum of the range values.

For example, a strip footing of width 2.60 m rests on a 4-layered soil with \( c_{v1...4} \) of 3.37, 7.69, 1.81 and 60.4 kPa, respectively; and \( h_{v1...3} \) is 1.20, 1.70 and 1.20, respectively. Given the information provided, and selecting \( a = 1 \), Eq. (20) is applied as follows:

\[ T_1 = \{1 + \exp(10^{-3}( -0.424 \times 3.37 + 0.151 \times 7.69 + 0.044 \times 1.81 \\
+ 0.021 \times 6.04 + 0.019 \times 6.04 - 0.001 \times 6.04 - 0.013 \\
+ 6.04 - 0.005 \times 6.04 - 0.007 \times 6.04 - 0.008 \times 6.04) \\
+ 1.022 \times 1.20 + 0.036 \times 1.70 + 0.022 \times 1.20 - 0.044 \\
+ 0.10 \times 0.081 \times 0.10 - 0.082 \times 0.10 + 0.076 \times 0.10 \\
+ 0.082 \times 0.10 + 0.016 \times 0.10 - 0.418 \times 2.60 + 0.71 \}^{-1} \]
\[ = 0.511 \]

and, \( T_2 = 0.209, T_3 = 0.563, T_4 = 0.718, T_5 = 0.581, T_6 = 0.439 \) and \( T_7 = 0.099 \). Substituting \( T_{v1...7} \) into Eq. (19), and yield:

\[ q_a = \left( 46.11 \times [1 + \exp(-5.183 \times 0.930 - 3.834 \times 0.229 - 1.845 \\
\times 0.563 + 4.158 \times 0.718 - 0.311 \times 0.581 - 1.704 \times 0.439 \\
\times 3.787 \times 0.099 + 1.402)]^{-1} + 5.15 \right) \times 1 \]
\[ = 17.99 \text{ kN/m}^2 \]

Hence, the result is in good agreement with the numerical finite limit analysis, yields a value 2% higher (18.34 kN/m²). The results of predicted versus actual bearing capacity over 2000 realization is shown in Fig. 22. The correlation coefficient is found to be 0.947 while the RMSE and MAE are determined to be equal 3.35 and 2.59 kN/m², respectively, and, for 10-layered soil case, the RMSE and MAE are found to be equal to 2.83 and 8.00 kN/m², respectively. It shows MLP model for 10-layer can be used confidently for 4 to 10-layer soil profile.

### 12. Summary and conclusions

The feasibility of utilising the artificial neural network (ANN) technique for predicting the bearing capacity of shallow strip footing on multi-layered soils has been assessed using multi-layer perceptions (MLPs) trained with the back-propagation algorithm. In order to test the robustness of the developed MLP, a sensitivity analysis on each influencing factor was carried out. A new tractable design equation based on the MLP model has been derived to facilitate the use of the model. Predictions of ANN models and other methods have been compared and the results have been discussed.

The results indicate that the MLP models are able to predict well the bearing capacity of a strip footing and significantly outperform other methods. The sensitivity analysis carried out to test the robustness of the developed MLP model and consequently the MLP-based design equation indicate that the model is robust and can be used for predictive purposes with confidence. However, both upper and lower bound computations were carried out in 2-dimensions and it was assumed that the footing has infinite length in the out of plane direction. It would be desirable to vary the length of a rectangular footing in the future so that the upgraded model can accurately predict the bearing capacity of 3D strip footings.

### References