Numerical study of flow anisotropy within a single natural rock joint
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Abstract

The paper investigates the flow anisotropy within a natural joint subjected to mechanical shear. The cubic law is the simplest way to describe fluid flow through rock joints but because of rock wall roughness, deviations from this model have been observed. The Reynolds equation usually gives better results. In this study, micro-scale roughness is taken into account to define a reduced coefficient of permeability. Numerical simulations have been carried out by applying Darcy’s law to the rock joint, described as an equivalent porous medium. The numerical simulations are based on experimental data obtained by Hans (PhD, Grenoble, 2002) from a series of hydromechanical shear tests on a rock joint replica. The numerical results have been compared to the experimental ones, and to the results obtained by applying the Reynolds equation, to assess the relevance of the simulations. For the fracture studied, the approach proposed herein can reproduce relatively well the experimental flow anisotropy, and provides consistent values of flow rates, whereas the Reynolds equation tends to give higher flow rates.
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1. Introduction

Understanding water flow through a rock mass is a fundamental issue in many areas of rock engineering, such as tunnel excavations, under the groundwater table, oil and gas reservoirs, underground nuclear waste disposal, or foundations in fractured rock masses. The flow through a discontinuous rock mass can be divided into flow through discontinuities and flow through the rock matrix. However, rock matrix permeability is often at least two orders of magnitude lower than rock joint permeability [1,2]. It can, therefore, be assumed that the flow is governed only by discontinuities, and it is thus of prime importance to fully understand their hydromechanical behaviour to foresee how stress fields in situ can influence the fluid transport through the fracture.

Many investigations have been performed over the past three decades on hydraulic and mechanical properties of natural rock joints and on the influence of external applied normal and shear stress [2–10]. The roughness of the rock walls has early been identified as a key parameter of the mechanical behaviour of rock joints [4,11]. Barton et al. [11] have proposed the JRC coefficient, an empirical parameter, to quantify the roughness but other approaches (e.g. geostatistical or fractal) have also been followed to quantify the roughness and its sensitivity to the scale [12–15].

The joint roughness governs the mechanical response of rock discontinuities, either in terms of stresses or displacements, as well as its hydromechanical behaviour. Indeed, an increased (or decreased) void space due to dilation (or contraction) will lead to an augmentation (or reduction) of the hydraulic conductivity. The roughness evolves significantly during a shear test [16,17] and several authors have studied the impact of the interface asperity degradation on the hydro-mechanical response [5,17–22] and on the alteration in hydraulic conductivity. If the fracture conductivity increases when rock wall asperities are worn off, it can also decrease when sheared rock particles close the flow path, which is known as the gouge material effect [22].
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The flow through a rock fracture is governed by the Navier–Stokes equations, which are a set of three coupled non-linear equations difficult to solve. In case of a fracture bounded by smooth parallel walls, these former equations can be highly simplified and lead to the cubic law [23–25], which is still used in the literature in the rock joints context due to its simplicity (e.g., [26]) even if deviations from experimental data due to joint roughness have been observed [6,27,28]. Several attempts have been undertaken to improve the cubic law introducing roughness parameters [23,29–32] or reducing the value of the hydraulic aperture [19–21]. These corrections have not been that efficient and the main effect is a diminution of the total flow rate but the description of the flow anisotropy is poor. An equation more tractable than the Navier–Stokes equations and more accurate than the cubic law is the Reynolds equation, which is obtained by considerations of orders of magnitude [23,33]. So far, this equation is considered to describe properly the flow anisotropy within a rock joint [17,34].

This study intends to improve the description of flow anisotropy within a single discontinuity in an innovative way. The cubic law is combined to a reduction function taking into account the micro-scale roughness in order to define a reduced coefficient of permeability. This former is attributed to the elements constituting the rock joint, described as a porous medium in which Darcy’s law is applied. The reduced coefficient of permeability at the micro-scale leads to a reorganization of flow towards most open channels. A good agreement between numerical results and experimental data after Hans [1] is thus obtained. In particular, flow anisotropy is well reproduced. A comparison with the Reynolds equation is given as well in order to highlight the efficiency of the model developed herein.

2. Experimental data

This study is based on the experimental data obtained by Hans [1] on the hydro-mechanical behaviour of rock joints under shearing. All experimental details are available in [1] and [35], especially the procedure to obtain the void map from the rock wall measurements. The chosen shear test (Test 19) has been performed under a constant normal stress of 4 MPa and the relative tangential shear displacement, \( W \), has been applied by successive steps of 2 mm until 10 mm. The anisotropy of the flow has been studied using an outlet membrane divided into five sectors (Fig. 1) and the morphology of both rock walls has been scanned with objective to build a map of the voids within the contact. Fig. 2 shows the lower rock wall in the \((x,y,z)\) space at the initial step of the test. The laser used to obtain rock wall morphologies scans a series of parallel profiles with a constant step (0.6571 mm along the \(x\)-axis and 0.7 mm along the \(y\)-axis) and provides \((x,y,z)\) coordinates of the scanned points. Then, both rock walls morphologies are matched using the normal and tangential displacements measurements (see details in [35]) and a void map at each stage of shearing can be obtained. This map represents the void space embedded within both rock walls and is used herein for the numerical simulations.

![Fig. 1. Top view of the water-collecting membrane used for measuring flow anisotropy: 1, rock joint; 2, water inlet; 3, water outlet to the water mass measurement system; 4, wall for separation of the different sectors; 5, lower internal steel box; 6, collecting membrane (after [35]).](image)
3. Numerical model

The void space between joint walls is modelled as a fully saturated porous medium, of given coefficient of permeability, subjected to a pressure gradient reproducing the experimental conditions [35]. In such a medium, Darcy’s law governs the flow and the pressure field. The void space embedded between both joint walls (70 mm wide per 70 mm long in the initial configuration; see Fig. 3) is described using eight-node brick elements (C3D8P elements) [36,37]. The total number of elements ranges from 7350 elements (for the maximum shear displacement of 10 mm) to a maximum value of 8715 elements (for the initial configuration, before shearing the rock joint). Indeed, the joint surface decreases from $70 \times 70$ to $70 \times 60$ mm$^2$ during shearing test.

Regarding the boundary conditions, all $(x,y,z)$ displacements are constrained. No flow is allowed through rock walls, external faces formed by the contour of both rock walls are subjected to atmospheric pressure, and all nodes of the central injection hole are subjected to the injection pressure (see Fig. 4a and b). The 3D FEM calculation code ABAQUS has been chosen to perform this study, since it can solve steady-state flows in a porous medium using Darcy’s law, and thus calculate the effective pore fluid velocity. To study the flow anisotropy and to be able to compare the numerical results to the experimental ones, the outlet flow rate is quantified at the outlet of the joint in five sectors equivalent to the membrane divisions (see Results sections). The effective pore fluid velocity $V_i$ is calculated at the integration points and its value is considered at the border elements to estimate the flow rate $Q_i = \tilde{V}_i(S, n_i)$, where $Q_i$ is the flow rate out of the boundary element $i$ (section $S_i$ orientated by the normal $n_i$) (Fig. 5). The total flow rate for each sector is the sum of the flow rates of the
boundary elements of the sector. Five calculations are undertaken to reproduce the five shear steps of the hydro-mechanical test, from \( W = 2 \) to 10 mm with a 2 mm increment.

Each element of the model is given a reduced coefficient of permeability defined as follows:

\[
k_r = \frac{g e_{el}^2}{12 v} g \left( \frac{\Delta E_{el}}{E_{el}} \right),
\]

where \( g \) is the gravitational acceleration, \( v \) is the kinematic viscosity of the fluid, \( e_{el} \) is the hydraulic aperture of the element and \( z \) is a reduction function taking into account the micro-roughness expressed by the ratio \( \Delta E_{el}/E_{el} \). \( E_{el} \) is the mechanical aperture of the element and \( \Delta E_{el} \) is the reduction of mechanical aperture. It can be noticed that \( g e_{el}^2/12v \) corresponds to the coefficient of permeability given by the cubic law. The different steps of the reduced coefficient of permeability calculation are exposed in the following sections.

3.1. Micro-roughness quantification

A statistical analysis of the joint profile measurement made by Giacomini [38] is used herein. The joint is scanned by a series of profiles on \( x \) and \( y \) directions and, for each profile, the \( Z_2 \) parameter (root mean square of the first derivative of the profile) is evaluated. Tse and Cruden [13] have proposed a relation between the statistical operator \( Z_2 \) and the JRC for a step of 1.27 mm and Chiara [39] has extended this relation to other steps values. For a step corresponding to the distance between the two profiles, when scanning the rock wall (0.7 mm), the relation between JRC\textsubscript{profile} (roughness coefficient measured along a profile of the surface morphology) and \( Z_2 \) becomes:

\[
JRC_{\text{profile}} = 25.75 + 25.04 \log Z_2.
\]

The average joint roughness \( \overline{JRC}_0 \) is calculated as the average value of the profiles roughness \( N \) is the total number of profiles:

\[
\overline{JRC}_0 = \frac{1}{N} \sum_{i=1}^{N} JRC_{\text{profile}}.
\]

As shown in Fig. 6, no roughness data are given between two scanned points although the single element has its own roughness at the mineral scale. Hence, the joint roughness coefficient needs to be evaluated at the single finite element scale in order to better assess the differences between mechanical and hydraulic aperture. The empirical equation proposed by Bandis et al. [40], which is based on a large number of in situ and laboratory experiments, evaluates the JRC as

\[
JRC = JRC_0 \left( \frac{l}{l_0} \right)^{-0.02JRC_0},
\]

where \( JRC_0 \) is the laboratory scale roughness, \( l \) and \( l_0 \) are the lengths referring respectively to in situ scale and to the laboratory scale with \( l > l_0 \). This relation has already been used for \( l < l_0 \) by Giani et al. [41]. The authors have shown that, when studying the micro-scale, the joint roughness coefficient can be greater than 20 (maximum defined by Barton [11]). It can be noticed that this relation gives an infinite value of JRC when \( l \) tends to zero. However, if it makes sense to consider smaller scales (scale of particles or mineral cemented together and forming the rock wall, nugget effect), it does not make sense to reduce \( l \) indefinitely. Focusing on the micro-scale roughness herein, \( l_0 \) is still the laboratory size (about 70 mm) but \( l \) is the representative length of the model elements (0.7 mm). In this way, the joint roughness coefficient at element scale (\( JRC_{el} \)) can be evaluated for each shear step. Table 1 shows the average roughness coefficient \( JRC_0 \) (calculated from the rock wall morphology) and corresponding roughness coefficient of the element walls (micro-scale) \( JRC_{el} \) (calculated according to Eq. (4) with \( l_0 = 70 \) mm and \( l = 0.7 \) mm) for each displacement step \( W \). Note that \( JRC_{el} \) is an average value and that \( JRC \) calculated at the element scale attains larger values than the laboratory scale \( JRC \) i.e. \( JRC_{el} > JRC_0 \).

Using the micro-scale roughness, \( JRC_{el} \) captures the fact that the elements have their own micro-scale roughness, which tends to reduce the flow. However, considering Fig. 7a and b, it appears the micro-scale roughness should not reduce the flow in the same proportions for elements of different height. To tackle this phenomenon, the reduction of mechanical aperture at micro-scale \( \Delta E_{el} \) is introduced (see Fig. 8) in order to modify the coefficient of permeability calculation taking into account the ratio \( \Delta E_{el}/E_{el} \). The micro-scale reduction of aperture has to be estimated from the macro-scale data since no data are

![Fig. 6. FEM rock wall model: (a) view of the joint roughness (macro-scale) and (b) schematic representation of the element roughness (micro-scale) which is not taken into account in the FEM model.](image-url)

<table>
<thead>
<tr>
<th>( W (\text{mm}) )</th>
<th>( JRC_0 )</th>
<th>( JRC_{el} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9.12</td>
<td>21.06</td>
</tr>
<tr>
<td>4</td>
<td>9.81</td>
<td>24.14</td>
</tr>
<tr>
<td>6</td>
<td>11.64</td>
<td>33.88</td>
</tr>
<tr>
<td>8</td>
<td>9.63</td>
<td>23.31</td>
</tr>
<tr>
<td>10</td>
<td>9.51</td>
<td>22.77</td>
</tr>
</tbody>
</table>

Table 1

Steps of tangential displacement (\( W = 2 \) to 10 mm) and corresponding average joint roughness coefficient (\( JRC_0 \)) and average element roughness coefficient (\( JRC_{el} \)), calculated according to Eq. (4).
The flow is not reduced in the same way for element \( j \) and \( i \); flow within element \( j \) is much more affected by the roughness: \( Q_i/Q_j < Q_{ri}/Q_{rj} \).

Fig. 7. Schematic representation of the flow within two elements without roughness and of different height: (a) smooth walls and (b) rough walls. The flow is not reduced in the same way for element \( j \) and \( i \); flow within element \( j \) is much more affected by the roughness: \( Q_i/Q_j < Q_{ri}/Q_{rj} \).

Fig. 8. (a) 2D schematic representation of an element of average height \( \bar{h} \) and with smooth walls. (b) 2D schematic representation of an element of average height \( \bar{h} \) and with micro-scale roughness. The equivalent smooth walls element has a reduced average height \( \bar{h} \). The reduction of element height is defined as the reduction of mechanical aperture at the micro-scale: \( \bar{h} - \bar{h}_r = \Delta E_{el} \). (c) Schematic representation of one profile of the rock joint, medium height \( z \) (obtained with \( x \), \( y \) and \( z \) data) and height of each node \( z_i \): \( \Delta Z = \text{max}(z - z_i) \).

The permeability \( K \) of a porous medium can be empirically described as an exponential function of the porosity [42–44] as follow: \( \log K = aP + b \), where \( P \) is the porosity of the medium (\( a \) and \( b \) are constant). Moreover, Patir and Cheng [45] have described the evolution of hydraulic aperture as an exponential function of the ratio between initial hydraulic aperture and the standard deviation at the macro-scale. Likewise, it assumed that the reduction function is an exponential function of the ratio \( \Delta E_{el}/E_{el} \) so that it comes

\[
\alpha = C_1 \exp(-C_2(\Delta E_{el}/E_{el})),
\]

with \( C_1 \) and \( C_2 \) being calibration parameters. The empirical equation has to be multiplied by a length to be consistent. This length is considered herein to be equal to \( 1 \mu \). The equation is applicable when \( E_{el}/e_{el} \). \( E_{el} \) and \( e_{el} \) values are expressed in microns.

3.3. Reduction function \( \alpha \)

The permeability \( K \) of a porous medium can be empirically described as an exponential function of the porosity [42–44] as follow: \( \log K = aP + b \), where \( P \) is the porosity of the medium (\( a \) and \( b \) are constant). Moreover, Patir and Cheng [45] have described the evolution of hydraulic aperture as an exponential function of the ratio between initial hydraulic aperture and the standard deviation at the macro-scale. Likewise, it assumed that the reduction function is an exponential function of the ratio \( \Delta E_{el}/E_{el} \) so that it comes

\[
\alpha = C_1 \exp(-C_2(\Delta E_{el}/E_{el})),
\]

with \( C_1 \) and \( C_2 \) being calibration parameters. The empirical equation has to be multiplied by a length to be consistent. This length is considered herein to be equal to \( 1 \mu \). The equation is applicable when \( E_{el}/e_{el} \). \( E_{el} \) and \( e_{el} \) values are expressed in microns.

3.4. Comparison with the Reynolds equation

The model developed in this paper has been compared to the Reynolds equation in order to assess its efficiency (see [17] for details on Reynolds equation). If there is no
internal source or sink, the Reynolds equation can be written as

\[
\frac{\partial}{\partial x} \left( \frac{\rho g e^3(x,y) \partial h}{12 \mu} \right) + \frac{\partial}{\partial y} \left( \frac{\rho g e^3(x,y) \partial h}{12 \mu} \right) = 0.
\] (8)

Darcy’s law combined with the continuity equation for a 2D problem gives

\[
\frac{\partial}{\partial x} \left( k_x \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( k_y \frac{\partial h}{\partial y} \right) = 0.
\] (9)

The Reynolds equation has been solved in Abaqus giving to each element a coefficient of permeability equal to

\[
k_x = k_y = \frac{\rho g e^3}{12 \mu}.
\] (10)

With such a value of coefficient of permeability Eq. (9) can be turned into Eq. (8).

4. Results

4.1. Calibration of the reduction function

The model developed herein is denoted MR (for micro-roughness). During the calibration phase, the coefficients of permeability of the classes are chosen in order to obtain flow rates as close as possible to the experimental values (see Fig. 9). Table 2 shows the average mechanical aperture for each class of the calibration model, the corresponding hydraulic aperture and the calibrated coefficient of permeability.

<table>
<thead>
<tr>
<th>Class</th>
<th>Interval of $E_{el}$ (mm)</th>
<th>$E_{el}$ (mm)</th>
<th>$\bar{e}_{el}$ (mm)</th>
<th>$k_c$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$E_{el} \leq 0.0002$ mm</td>
<td>0.0001</td>
<td>3.49E-09</td>
<td>1.0E-38</td>
</tr>
<tr>
<td>II</td>
<td>$0.0002 &lt; E_{el} &lt; 0.2$ mm</td>
<td>0.099</td>
<td>3.42E-03</td>
<td>1.0E-33</td>
</tr>
<tr>
<td>III</td>
<td>$0.2 &lt; E_{el} &lt; 0.4$ mm</td>
<td>0.304</td>
<td>3.23E-02</td>
<td>1.0E-13</td>
</tr>
<tr>
<td>IV</td>
<td>$0.4 &lt; E_{el} &lt; 0.6$ mm</td>
<td>0.5</td>
<td>8.73E-02</td>
<td>1.0E-9</td>
</tr>
<tr>
<td>V</td>
<td>$0.6 &lt; E_{el} &lt; 0.8$ mm</td>
<td>0.695</td>
<td>1.69E-01</td>
<td>8.0E-6</td>
</tr>
<tr>
<td>VI</td>
<td>$0.8 &lt; E_{el} &lt; 1.2$ mm</td>
<td>0.973</td>
<td>3.31E-01</td>
<td>2.0E-3</td>
</tr>
<tr>
<td>VII</td>
<td>$1.2 &lt; E_{el} &lt; 1.4$ mm</td>
<td>1.285</td>
<td>5.77E-01</td>
<td>23.0E-3</td>
</tr>
<tr>
<td>VIII</td>
<td>$1.4 &lt; E_{el}$</td>
<td>1.751</td>
<td>1.07E+00</td>
<td>178.0E-3</td>
</tr>
</tbody>
</table>

Table 2

Definition of element classes for the calibration: intervals of mechanical aperture and average mechanical aperture of each class $E_{el}$, average class hydraulic aperture $\bar{e}_{el}$ and reduced coefficient of permeability $k_c$ calibrated manually.

Fig. 9. Flow chart of the calibration procedure for the reduction function $\alpha(\Delta E_{el}/\bar{E}_{el})$.

Fig. 10. (a) Representation of the experimental void map (data after [1]) and (b) classes model subdivision used for the calibration ($W = 4$ mm).
permeability. Note that if the reduction in mechanical aperture $\Delta E_{cl}$ is greater than the value of mechanical aperture $E_{cl}$, the mechanical aperture considered is equal to $\Delta E_{el}$, which leads to the maximum reduction function.

Fig. 11a shows the distribution of flow rates for the calibration model (with classes) and for model MR using the calibration obtained (without classes). Experimental values are plotted as well. It has to be noticed that the approach followed to describe the micro-scale effect enables a good reproduction of the flow anisotropy meaning that the physical phenomenon is properly modelled. Indeed, numerical results of both models are very close to the experimental values. Fig. 11b shows the flow rates ratio $Q_{MR}/Q_{exp}$ and $Q_{calibration}/Q_{exp}$ in each sector of the rock joint. It can be concluded that organizing the elements by classes does not affect much the flow rates values and distribution. The solution adopted for the calibration is then validated. The calibration of the reduction function is reported in Fig. 12. It can be seen that the points obtained are not excessively scattered and the exponential law used for the reduction function fits properly the results ($R^2 = 0.991$). $C_1$ has been found equal to 2.95 and $C_2$ equal to 131.78; see Eq. (7). Then, $\alpha$ is defined as

$$\alpha = 2.95 \exp^{-131.78(\Delta E_{el}/E_{cl})}. \quad (11)$$

4.2. Results of the model

Fig. 13a and b show the distribution of water within the rock joint at $W = 4$ mm for model MR and Reynolds equation. With the micro-scale effects of model MR, water flows in the more opened channels (three channels identified and visible Fig. 10), whereas water flows also in other zones of the joint for the Reynolds equation. For model MR, the maximum fluid velocity is reached in the major channel located at the border between sectors 1 and 5 and is about 2 m/s. In the two minor channels, the fluid velocity is found equal to 0.03 m/s. In comparison, Reynolds equation gives much higher fluid velocity in the major channel (90 m/s) due to the relatively high permeability of the elements. Indeed, Fig. 14 shows the statistical distribution of the permeability ratio $k_R/k_{MR}$, $k_R$ being the coefficient of permeability used to implement the Reynolds equation and $k_{MR}$ being the coefficient of permeability for the model MR. It can be noticed that the coefficient of permeability used for the Reynolds equation is in average

![Fig. 11. (a) Experimental and numerical flow rates values for the calibration and model MR at $W = 4$ mm and (b) flow rate ratio $Q_{MR}/Q_{exp}$ and $Q_{calibration}/Q_{exp}$ for each sector.](image-url)

![Fig. 12. Calibration of the reduction function: $\alpha$ and $\Delta E_{el}/E_{el}$ have been plotted for each class (logarithmic scale for $\alpha$). The dot line represents the interpolation law: $\alpha = 2.95 \exp^{-131.78(\Delta E_{el}/E_{el})}$ ($R^2 = 0.991$).](image-url)
1000 greater than that of model MR. The ratio reaches values as high as $1 \times 10^{20}$ due to the drastic reduction of the coefficient of permeability allowed by the reduction function $a$. By dropping the coefficient of permeability of the smallest elements, the reduction function tends to localize the flow in the elements of highest coefficient of permeability, corresponding to the most opened zones. The flow anisotropy is then properly reproduced, whereas Reynolds equation does not capture the anisotropy (Fig. 15a) and overestimates the flow (Fig. 15b). Figs. 16–19 show experimental and numerical flow rates (in logarithmic scale) as well as flow rate ratios, which are relevant to assess the efficiency of both models. At the beginning of the test ($W = 2\text{ mm}$), experimental data show water flowing in almost all the sectors except sector 3. However, a quite significant channel leading to sector 3 and visible in Fig. 10 is also present at $W = 2\text{ mm}$ [1]. The absence of flow in sector 3 could be due to some gouge material produced during the first 2 mm of shear displacement and obstructing existing channels. The numerical results (both MR and Reynolds equation) show an isotropic distribution of the flow with values much higher than the experimental results. Compared to the model MR, Reynolds equation overestimates by two orders of magnitude the values of flow rates as shown in Fig. 16b. For $W = 6\text{ mm}$ (Fig. 17), experimental flow in sector 1 decreases while other sectorial flows are almost constant. Model MR is still very close to the experimental data even if a slight increase in sector 4 is shown. The experimental reorganization of the flow depends also on the production and evacuation of gouge material, which is difficult to capture in a model. Prediction of Reynolds equation is still isotropic and overestimated. This can be seen properly in Fig. 17b, where the flow ratio for model MR is close to 1
Fig. 15. (a) Experimental and numerical flow rates values and (b) flow rate ratio \(Q_{\text{MR}}/Q_{\text{exp}}\) and \(Q_{\text{R}}/Q_{\text{exp}}\) for each sector \(W = 4\) mm.

Fig. 16. (a) Experimental and numerical flow rates values and (b) flow rate ratio \(Q_{\text{MR}}/Q_{\text{exp}}\) and \(Q_{\text{R}}/Q_{\text{exp}}\) for each sector \(W = 2\) mm.

Fig. 17. (a) Experimental and numerical flow rates values and (b) flow rate ratio \(Q_{\text{MR}}/Q_{\text{exp}}\) and \(Q_{\text{R}}/Q_{\text{exp}}\) for each sector \(W = 6\) mm.
with a maximum ratio of 20 for sector 4, whereas flow ratio for Reynolds equation reaches 6000. At $W = 8\,\text{mm}$, there is a modification of flow anisotropy corresponding to a change of the void space and a reorganization of channels. Flow is highly anisotropic since water flows mainly in sectors 4 and 5. At this stage, Fig. 18a shows that both Reynolds equation and model MR provide reasonable values of flow rate. Fig. 18b enables to better assess the results. It can be seen that model MR gives a better prediction for sectors 2 and 3, whereas Reynolds equation results are better than model MR for sector 4 and 5. At the end of the experimental shear test ($W = 10\,\text{mm}$), water has been found to flow in all sectors. Model MR gives a relatively good agreement between numerical and experimental results: three out of five values of flow rates are exact. The difference in the other sectors (2 and 4) comes from the fact that the model does not take into account phenomena such as asperities degradation and gouge material production. So far, no publication related to a model taking into account such phenomenon has been found by the authors in the technical literature. Reynolds equation is far away from the experimental results as confirmed by flow ratio in Fig. 19b. As a conclusion, on the 25 flow rates ratios analysed (five steps and five sectors), the model MR developed herein gives a better prediction than Reynolds equation in 20 cases, Reynolds equation is better than MR in three cases ($W = 8\,\text{mm}$, sectors 4 and 5; $W = 10\,\text{mm}$, sector 2) and two cases are equal ($W = 6\,\text{mm}$, sector 3; $W = 8\,\text{mm}$, sector 1).

4.3. Flow regime

Hans [1] has performed a hydraulic excursion at each step of shear displacement in order to investigate the flow

---

evacuation of gouge material has a significant influence on the reorganization of the flow during the shear tests. The model MR does not capture this phenomenon so that, the evolution of flow rates during the shear tests is not perfect. However, the predictions given by model MR are better than that of Reynolds equation in 20 out of 25 cases. Finally, the model is based on Darcy’s law, which assumes a laminar flow. Experimental evidence of flow laminarity and considerations of orders of magnitude are used to justify the use of Darcy’s law.
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